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Base rate neglect, an important bias in estimating probability of
uncertain events, describes humans’ tendency to underweight base
rate (prior) relative to individuating information (likelihood). How-
ever, the neural mechanisms that give rise to this bias remain elusive.
In this study, subjects chose between uncertain prospects where
estimating reward probability was essential. We found that when
the variability of prior and likelihood information about reward
probability were systematically manipulated, prior variability signif-
icantly affected the degree to which subjects underweight the base
rate of reward probability. Activity in the orbitofrontal cortex, me-
dial prefrontal cortex, and putamen represented the relative subjec-
tive weight that reflected such bias. Further, sensitivity to likelihood
relative to prior variability in the putamen correlated with individ-
uals’ overall tendency to underweight base rate. These findings sug-
gest that in combining prior and likelihood, relative sensitivity to
information variability and subjective-weight computations critically
contribute to the individual heterogeneity in base rate neglect.

base rate neglect | probabilistic inference | orbitofrontal cortex |
medial prefrontal cortex | putamen

Base rate neglect, the tendency to underweight base rate or
prior information compared with current, individuating in-
formation when estimating probability of uncertain events, is an
important bias in human probabilistic inference (1, 2). It high-
lights a long-lasting research program in experimental psychol-
ogy that uses ideal Bayesian inference as a model for human
performance and seeks to gain insights into how humans esti-
mate probability through examining systematic deviations in
probability estimates from the ideal model prediction (3). The
neural mechanisms for how systematic biases, such as base rate
neglect, arise, however, remain elusive. Investigating these biases
at the computational and neural implementation levels are cru-
cial to understanding a wide array of cognitive computations that
require probabilistic inference.

Previous research investigated the neurocomputational sub-
strates of probabilistic inference in a wide variety of tasks, an es-
sential first step to understanding potential biases in estimation.
These studies examined how people use cue reliability as prior
information to guide perceptual decision making (4, 5), make fi-
nancial decisions based on prior information about a partner’s
reputation (6), combine prior and likelihood information about
reward probability (7, 8), infer latent causes (9) and other people’s
intentions (10), and make visuomotor decisions that require
combining the uncertainty in prior and likelihood information
(11). Together, they pointed to the role of neural systems critical
to reward processing and decision making, including the medial
prefrontal cortex (mPFC), orbitofrontal cortex (OFC), and puta-
men, in inference-related computations, from representing prior
knowledge (4, 6, 8, 11), current observation or sensory evidence (7,
8), individuals’ relative sensitivity to different sources of un-
certainty (11), to integrating prior and current information (8-10).

While these studies provided crucial insights into probabilistic
inference, they did not investigate how systematic biases in
probabilistic inference arise in the brain. The goal of this study is
to address this question by focusing on base rate neglect. However,
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there are at least three major challenges in investigating the neural
mechanisms for base rate neglect, which we outline below.

First, in task paradigms suitable for neurobiological investi-
gations, the field has yet to see a paradigm that robustly reveals
or replicates base rate neglect. Across the studies highlighted
above, subjects either achieved near-optimal performance in
combining prior and current information (8, 9), or it is unclear
whether subjects achieved near-optimal performance (4-7, 10,
11). To address this challenge, it is critical to identify the sta-
tistical properties of prior and likelihood information that di-
rectly and robustly contribute to base rate neglect.

Second, there is little consensus on which behavioral metric
one should use to quantitatively characterize base rate neglect
and to identify brain regions involved in computing this metric.
To address this challenge, we propose that subjective weight—
how a decision maker weighs prior and likelihood information
when combining them—should be the behavioral metric because
base rate neglect is fundamentally about underweighting the
prior information. However, how should one investigate the
neural mechanisms for subjective-weight computations? What
could be the starting neural hypothesis? Bayesian decision theory
provides a key insight. That is, subjective weight assigned to prior
and likelihood should be determined by the relative variability of
these two sources of information. Therefore, a reasonable hy-
pothesis would be that in computing subjective weight, the brain
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takes into account prior and likelihood variability. To test this
hypothesis, first it is important to independently manipulate the
variability of both prior and likelihood so that we could estimate
how subjective weight changes in response to information vari-
ability. Second, to quantitatively characterize the degree of
bias—underweighting the base rate—we should compare indi-
vidual participants’ subjective weight with the ideal weight
assigned by the Bayesian decision maker. At the neural imple-
mentation level, the relation between information variability and
subjective weight also leads to an important hypothesis. That is,
neural substrates for subjective-weight computations should be
tightly linked with neural representations for information vari-
ability. Together, these observations point to three critical analyses
that aim to 1) identify brain activity representing subjective weight,
2) identify neural correlates of information variability, and 3)
characterize the connecting properties between neural substrates
identified in analyses 1 and 2 at the time of prior-likelihood
integration.

Finally, the third challenge is to dissociate inference from choice
computations. It remains unclear whether probabilistic inference
computations, combining prior and likelihood information for the
purpose of estimating probability of potential outcomes, are disso-
ciable from choice computations that use information about the
outputs of probabilistic inference computations to make decisions
(4, 11-15). To address this challenge, in our decision task we
temporally separated inference from choice such that during in-
ference, it would be difficult and therefore less likely for the subjects
to engage in choice computations.

We found that the degree to which human subjects underweight
base rate can be attributed to the variability of prior information
but not the variability of likelihood information. Using blood-
oxygen-level-dependent (BOLD) functional magnetic resonance
imaging (fMRI), we identified neurocomputational substrates for
the subjective weighting of likelihood information relative to the
base rate and found that the relative sensitivity of brain activity to
information variability correlated with an individual’s overall
tendency to underweight base rate. These results indicate that
biases in probabilistic inference, pervasively observed in human
probability judgments, arise from information-weighting computa-
tions and relative sensitivity to information variability in the brain.

Results

We designed two tasks to investigate the neural computations for
probabilistic inference—the integration of prior and likelihood
information—in which human subjects learned probability of
reward associated with different visual symbols and were then
asked to make choices between lotteries. In order to establish
prior knowledge about reward probability through experience,
subjects (n = 28) first completed a prior-learning session (session
1, a behavioral session). To study how subjects combined prior
knowledge with likelihood information about reward probability,
they came back the next day for a second session (session 2,
prior-likelihood integration, an fMRI session).

In the prior-learning session, subjects learned through feed-
back information about reward probability associated with two
visual symbols. Each symbol represented a unique probability
distribution on reward probability (beta distribution). The two
distributions had the same mean (0.5 or 50% reward) but dif-
ferent variance (Fig. 14). In each trial, subjects were presented
with one symbol and asked to estimate the probability of re-
ceiving a reward that was randomly drawn from the probability
distribution associated with the symbol (Fig. 1B). Subjects were
then given feedback and rewarded based on how close his or her
estimate was to the true probability of reward in that trial, an
incentive compatible procedure developed to motivate subjects
to learn probability distributions.

To investigate how and how well subjects combined prior and
likelihood information, we estimated the weights they assigned
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to likelihood information relative to prior, referred to as sub-
jective weight, using a lottery decision task (session 2). In each
trial, they were asked to choose between two lotteries, a symbol
lottery and an alternative lottery, that differed only in the
probability of winning a fixed monetary reward (Fig. 1C). For the
symbol lottery, information about its reward probability was
partially revealed through two pieces of information: prior and
likelihood. In other words, subjects had to estimate its reward
probability by using these two pieces of information. By contrast,
information about reward probability of the alternative lottery
was unambiguously revealed in numeric form so that there was
no need to estimate its reward probability. Since reward mag-
nitude was the same between the two options, subjects should
always choose the option she or he believed to have the larger
probability of reward. Therefore, through subjects’ choices we
can infer his or her estimates of reward probability associated
with the symbol lottery on a trial-by-trial basis, which allowed us
to estimate subjective weight.

To examine the effects of prior and likelihood variability on
subjective weight, we independently manipulated the variability
of prior and likelihood information about reward probability
associated with the symbol lottery in a 2 x 2 factorial design
(Fig. 1E). In each trial, the prior information was one of the two
symbols subjects learned in the prior-learning session. The pre-
sented symbol served to inform subjects, in the current trial,
which distribution the reward probability of the symbol lottery
was drawn from. The likelihood information showed outcomes
of repeated realizations of the symbol lottery (each red dot in-
dicated a reward outcome, and each white dot indicated a no-
reward outcome) such that if the sample size were infinitely
large, the proportion of red dots would be equivalent to the
reward probability of the symbol lottery in that trial. In other
words, when the sample size (the number of times the lottery was
executed) is small, likelihood information is unreliable in in-
dicating probability of reward. As the sample size increases,
likelihood information becomes more reliable because the pro-
portion of red dots is more likely to reflect the true reward
probability (Fig. 1D). Hence, by manipulating sample size we
effectively manipulated the variability of likelihood information.

To dissociate probabilistic inference from choice, two impor-
tant computations that can be highly correlated, each trial con-
sisted of two stages: an inference stage followed by a choice
stage. At the inference stage, prior and likelihood information
associated with the symbol lottery was presented. Reward
probability of the alternative lottery was not revealed until the
choice stage (where subjects had to indicate his or her decision).
By design, reward probability of the alternative lottery was de-
termined randomly so that it would be difficult for the subjects,
on a trial-by-trial basis, to predict the alternative lottery at the
inference stage. Hence, brain activity identified to be associated
with probabilistic inference at the inference stage would be less
likely to be attributed to choice computations that involved
comparing the reward probability between the two options.

Subjects Learned the Mean and Variance of Prior Distributions
through Experience. We found that subjects learned the prior
distributions well. Their trial-by-trial probability estimates in the
prior-learning session (Fig. 24, histogram in gray) captured the
shape of the prior distributions (blue curve): the mode of
probability estimates in response to both distributions was very
close to 0.5; the estimates were symmetric around 0.5 and were
more variable when the distribution had larger variance. Sub-
jects’” estimates of variability—the 90% interval estimates of re-
ward probability provided at the end of each block of trials—also
reflected the variability of the prior distributions (red in Fig. 2B).
However, compared with the true 90% intervals (blue in
Fig. 2B), subjects significantly underestimated the variability of
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Fig. 1. Experimental design. (A and B) Prior-learning session. (A) Two beta distributions on reward probability that serve as prior information. Each dis-
tribution was represented by an abstract visual symbol. The two distributions had the same mean but different variance. The vertical axis represents the
probability of occurrence when making reward probability (horizontal axis) discrete in steps of 0.01. (B) Prior-learning task. Subjects learned the two distributions
through experience. In each trial, subjects were presented with a symbol and were asked to estimate the probability of receiving a monetary reward. After
estimation, subjects received feedback and were rewarded based on how close his or her estimate was to the true reward probability. (C—E) Prior-likelihood
integration session. (C) Lottery decision task. In each trial, subjects had to choose between the symbol lottery and the alternative lottery. Prior (abstract visual
symbol on the left) and likelihood information (colored dots on the right) associated with the symbol lottery were first presented for 3 s. After a variable delay,
reward probability associated with the alternative lottery was revealed explicitly in numeric form. Subjects had to indicate his or her decision within 2 s between
the symbol lottery (represented by S on the right side of the screen in this example) and the alternative lottery (0.83 probability of winning a reward in this
example) with a button press. Once a button was pressed, the identity of the chosen option was displayed (250 ms). No feedback on the reward outcome as-
sociated with the chosen option was given. (D) lllustrations on how likelihood information is generated in each trial. In this example, the probability of reward
associated with the symbol lottery is 2/3. Likelihood information is the outcomes of repeated realization of this lottery, a 2/3 chance of winning a reward, for
either 3 times (upper right screen containing 3 dots) or 15 times (bottom right screen containing 15 dots). Here a red dot indicates a reward outcome, and a white
dot indicates a no-reward outcome. (E) Manipulation of prior and likelihood variability. In a 2 x 2 factorial design, we independently manipulated the prior
variability (two prior distributions with different variance) and likelihood variability (two sample sizes: 3 dots or 15 dots).
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both distributions. For probability estimates, the mean estimates
(across subjects) did not differ from the true mean (50% chance
of reward) when prior variability was small but were significantly
smaller than the true mean when prior variability was large
[¢(27) = —=2.14,P = 0.042]. This could be due to increased task
difficulty in estimating probability under large variability (16).
Such difference, however, did not change the conclusion of the
subjects’ behavioral performance in the subsequent session
(prior-likelihood integration session) in how they weighed prior
and likelihood information.

Suboptimal Integration: Subjects Underweight the Base Rate of
Reward Probability. We found that subjects significantly un-
derweight the base rate of reward probability and that the degree
of base rate neglect can be primarily attributed to prior variability
but not likelihood variability. We estimated how the subjects
weighed likelihood of reward (indicated by the proportion of red
dots) relative to the base rate of reward probability (the mean of
the prior distributions at 0.5), referred to as subjective weight
(subjective w), and compared it with the weights assigned by the
ideal Bayesian decision maker (ideal w). To estimate subjective
weight, for each subject and each condition (a combination of
prior and likelihood variability) separately, we performed a logistic
regression analysis on choice (S Appendix, SI Methods: Behavioral
Analysis 1: Estimating Subjective Weight). If the subjects completely
ignored likelihood information (only considering base rate), sub-
jective weight would be 0. By contrast, if the subjects only con-
sidered likelihood information (completely ignoring base rate),
subjective weight would be 1.

The computation of the ideal weight is illustrated in Fig. 34.
The example on the left indicates a situation where variability of
the prior distribution is relatively smaller than the variability of
the likelihood function. In this case, the ideal decision maker would
“trust” the prior more by assigning smaller w (ideal w = 0.11). By
contrast, the example on the right illustrates a situation where the
ideal decision maker would weigh likelihood information more
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timates (across subjects) of reward probability (data
points in red) and the true mean of reward proba-
bility associated with the two prior distributions (0.5,
in blue). Error bars represent +1 SEM.

heavily than the prior (ideal w = 0.79) because variability of the
likelihood function is relatively smaller than the variability of the
prior distribution. In principle, the ideal weight changes as a
function of both the variability of the prior distribution and the
sample size of the likelihood information (Fig. 3B).

We found that the participants clearly adjusted subjective
weight in response to likelihood variability: as likelihood vari-
ability increased, subjective weight decreased (Fig. 3C). They
also adjusted subjective weight in response to prior variability: as
prior variability increased, subjective weight increased. These
results were qualitatively consistent with the direction predicted
by the ideal weight (blue lines in Fig. 3C). Notably, we found that
compared with the likelihood variability, subjects showed smaller
adjustment in subjective weight in response to changes in prior
variability [#(27) = —2.14,P = .042].

When we compared the subjective weight with the ideal weight
(SI Appendix, SI Methods: Behavioral Analysis 2: Ideal Decision
Maker Analysis), we found both near-optimal and suboptimal
performance (Fig. 3C). When prior variability was large, mean
subjective weight (across subjects) did not differ from the ideal
weight regardless of likelihood variability. By contrast, when
prior variability was small, mean subjective weight was signifi-
cantly larger than the ideal weight, indicating that subjects un-
derweight the base rate. This pattern was observed regardless of
likelihood variability. Further, this suboptimal behavior—
underweighting of base rate—cannot be attributed to individual
differences in the variability estimates of the prior distributions
in the prior-learning session: subjective weight was not correlated
with the 90% interval estimates (Fig. 3D) the participants pro-
vided in the prior-learning session. It was also not correlated with
the SD of the subjects’ probability estimates (Fig. 3E). Together
with the result showing that subjects had relatively accurate
knowledge about prior variability (Fig. 2B), these results indicate
that weighting the base rate and knowledge about prior vari-
ability might be dissociable.
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Fig. 3. Behavioral results: prior-likelihood integration session. (A) Two examples illustrating relative-weight computation of the ideal Bayesian decision
maker based on prior and likelihood information about probability of reward (referred to as the ideal weight or ideal w). (B) Landscape of the ideal weight
plotted as a function of the variability of prior information (SD of prior distribution, ¢,) and variability of likelihood information (sample size). The four red
dots indicate the combinations of prior and likelihood variability used in this study and their corresponding ideal weights. (C) Estimated subjective weight
compared with the ideal weight (blue lines). Data points in black indicate individual participants’ subjective weight; data points in red indicate the mean of
subjective weight averaged across subjects. Error bars represent +1 SEM. (D) Subjective weight plotted against subjects’ estimated 90% interval of reward
probability from the prior-learning session. (E) Subjective weight plotted against the SD of subjects’ probability estimates from the prior-learning session.
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An alternative interpretation of the base rate neglect observed
here is that the subjects misrepresented prior variability because
she or he forgot about the prior distributions, in particular, the
variability of the distributions, learned the day before in the
prior-learning session. To rule out this possibility, we performed
a behavioral control experiment (experiment 2, n = 28 subjects)
in which the time gap between the prior-learning session and
prior-likelihood integration session was shortened to just 1 h and
replicated the results of the original experiment (experiment 1).
The subjects showed the same pattern of base rate neglect: they
underweight base rate when prior variability was small but were
closer to ideal Bayesian when the prior variability was large
(Fig. 44). Also consistent with experiment 1 was that subjects on
average gave smaller prior-variability estimates when the prior
variability was small than when the prior variability was large
(Fig. 4 B and C). Subjective weight also did not significantly
correlate with subjects’ prior-variability estimates (Fig. 4B).
However, subjective weight tended to be positively correlated
with another measure of prior variability, the SD of subjects’
trial-by-trial probability estimates in the prior-learning session
(Fig. 4C), indicating that subjects who showed more variation in
probability estimates in the process of learning the prior distri-
butions tended to give less weight to the base rate. Compared
with end-of-block variability estimates (Fig. 4B), these results
suggest that trial-to-trial variation in probability estimates from
the prior-learning session might be a more sensitive and reliable
measure of the subjects’ beliefs about the prior variability than
the end-of-block variability estimates. Although subjects still
showed the same pattern of base rate neglect, results from ex-
periment 2 indicate the possibility that shortening the gap be-
tween sessions might promote the use of knowledge about prior
variability in the prior-likelihood integration session.

In summary, the participants did change subjective weight in
response to prior and likelihood variability in the direction
consistent with Bayesian integration. However, subjects showed
robust suboptimal integration by underweighting the base rate.
Such underweighting was clearly seen when prior variability was
small (when prior information should be trusted more because of
its small variation) but not when prior variability was large. In
other words, the variability of prior information, but not likeli-
hood variability, significantly affected the degree to which the
subjects underweight base rate. When prior variability was small,
the subjects significantly underweight base rate. By contrast,
when prior variability was large, subjects were closer to the
ideal Bayesian.

Neural Representations for Subjective Weight. We found regions
including the lateral OFC (IOFC), mPFC, and dorsal anterior
cingulate cortex significantly correlated with subjective weight
(Fig. 54 and SI Appendix, SI Methods: Group-Level Covariate
Analysis 1 under GLM-1 and Tables S1 and S2). To identify regions
that represent subjective weight, we fit a general linear model
(GLM) to BOLD response (SI Appendix, SI Methods: GLM-1)
where for each subject separately, the average activity (across trials)
in response to each condition (a combination of prior and likeli-
hood variability) was estimated. A group-level covariate analysis
was then performed to examine the correlation between the sub-
ject- and condition-specific subjective weights and their corre-
sponding average brain activity. In a different analysis that
examined both the effects of the average subjective weight (across
subjects; computed for each condition separately) and the individ-
ual differences in subjective weight (the deviation from the group
average of subjective weight separately computed for each condi-
tion), we found that the posterior parietal cortex and dorsolateral
prefrontal cortex represented the group average subjective weight,
while mPFC and 10FC represented the individual differences in
subjective weight (Fig. 5B and SI Appendix, SI Methods: Group-
Level Covariate Analysis 2 under GLM-1 and Tables S3 and S4).

Further, leave-one-subject-out (LOSO) region-of-interest (ROI)
analysis confirmed that mPFC and 10FC positively correlated
with the individual differences in subjective weight across dif-
ferent conditions (Fig. 5 D and E) and that IOFC represented
both the group average (Fig. 5C) and individual differences
(Fig. 5D) in subjective weight. Since base rate neglect was
identified based on subjective weight, these results indicate that
I0OFC and mPFC contribute to base rate neglect through subjective-
weight computations.

Medial Superior Frontal Cortex Represents Variability of Prior and
Likelihood Information. We found that many brain regions corre-
lated, either positively or negatively, with likelihood variability
(Fig. 64 and SI Appendix, SI Methods: GLM-2 and Tables S5 and
S6). By contrast, only the occipital cortex positively correlated
with prior variability (Fig. 64 and SI Appendix, SI Methods:
GLM-2 and Table S5). However, it is challenging to interpret
these findings because both positive and negative correlations
carry potentially important information relevant to base rate
neglect. To tackle this problem, we used subjective weight as a
constraint when examining these correlations. From behavior, we
know how subjective weight changed in response to prior and
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learning session and prior-likelihood integration session was shortened to 1 h. Conventions are the same as in Fig. 3 C-E. (A) Estimated subjective weight
compared with the ideal weight (blue lines). Data points in black indicate individual participants’ subjective weight; data points in red indicate mean sub-
jective weight (across subjects). Error bars represent +1 SEM. (B) Subjective weight plotted against subjects’ end-of-block 90% interval estimate of reward
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session. Individual subjects’ SD was significantly correlated with the subjective weight in the condition where both prior variability and likelihood variability
were large (cyan; r = 0.41, P = 0.03). The correlation was not significant in the other three conditions.
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Fig. 5. Neural representations for subjective weight. (A and B) Whole-brain results. (A) Activity in regions that correlated with subjective weight. (B)
Representations of mean and individual variations in subjective weight. On the left, we illustrate the group-level covariate analysis that implemented both
the average subjective weight (across subjects for each condition) and individual differences in subjective weight (individual subjects’ deviation from the
condition average) as parametric regressors. Regions in the posterior parietal cortex and dorsolateral prefrontal cortex correlated with the group average
subjective weight, while regions including IOFC and mPFC correlated with individual differences in subjective weight. (C) Independent LOSO ROI analysis on
IOFC. Mean activity (beta; average across subjects) of each condition is plotted (data points in red; error bars represent +1 SEM). The activity pattern closely
resembles the behavioral result shown in Fig. 3C. Each data point in black represents an individual subject in a condition. (D and E) IOFC and mPFC ROIs
represented individual participants’ subjective weight. We plot subjective weight against brain activity in IOFC (5D) and mPFC (5E). Each data point represents
a single subject’s data in a condition. Data points from different conditions are coded by different colors. The correlation between brain activity and sub-
jective weight is shown for each condition separately. The overall correlation indicates the correlation computed using all data points.

likelihood variability (Fig. 3C): prior variability positively corre-  dependent (prior variability) functional connectivity between
lated with subjective weight, while likelihood variability negatively ~ mSFC (variability coding) and mPFC (subjective-weight coding)
correlated with it (left graph in Fig. 6B). This is indicated by sub-  might be at play to contribute to base rate neglect. We hypothesized
jective weight becoming larger when prior variability increased and  that in the context of our task, mSFC, mPFC, and 10FC are
when likelihood variability decreased (sample size from 3 dots to 15 part of a functional network that computes subjective weight
dots). Hence, we examined regions that positively correlated with by ysing information about prior and likelihood variability.
prior variability but nggatlvely correlated with 111$ehh00d Vanab.lhty. To test this hypothesis, we performed two psychophysiologic
A LOSO ROI analysis was performed on all regions that negatively e raction (PPI) analyses (17) using mSFC, shown to posi-
correlated with likelihood variability at the whole-brain level (bl.u € tively correlate with prior variability and negatively correlate
in Fig. 64) to examine whether they also positively correlated with with likelihood variability, as the seed region. In the first PPI

prior variability (SI Appendix, Table S7). We identified a region in . . .
the left medial superior frontal cortex (mSFC; anterior portion of analysis, we found that mPFC showed an overall increase in

BA 8) that fit this criterion (SI Appendix, SI Methods: Independent functipnal cpnnectivity with mSFC ?t the i{lfe.re'nce stage of
ROI Analysis). That is, this region positively correlated with prior ~ the_trial (Fig. 6C; 10FC was marginally significant at P =
variability but negatively correlated with likelihood variability (right 0.059; SI Appendix, SI Methods: PPI MOdel I and Tables S8
graph in Fig. 6B). However, it should be noted that although mSFC ~ and 59)-_ In the second PPI analysis, we found that the
showed positive correlation with prior variability, the significant ~ strength in mSFC connectivity with both mPFC and IOFC was
difference in activity between prior and likelihood variability was ~ dependent on prior variability but not on likelihood vari-
primarily driven by the strong negative likelihood-variability coding  ability (Fig. 6D and SI Appendix, SI Methods: PPI Model 2 and
and that after Bonferroni correction for the number of ROIs tested  Tables S10 and S11). This is closely related to the subjects’
(n = 46), the positive correlation with prior variability was no longer ~ behavior in that the degree of base rate neglect was mainly
statistically significant. affected by prior variability but not likelihood variability

(Fig. 3C): the subjects significantly underweight base rate only
A Functional Network for Prior-Likelihood Integration on Reward in trials where prior variability was small but was statistically
Probability. We found that a potential mechanism involving indistinguishable from ideal Bayesian when prior variability was
information-selective (prior instead of likelihood) and variability-  large.
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Fig. 6. mSFC represented the variability of prior and likelihood information. (A) Whole-brain results on regions that represented prior variability (in green;
positive correlation) and likelihood variability (positive correlation in red; negative correlation in light blue). (B) (Left) The behavioral regression results
showing that subjective weight positively correlated with prior variability [t(27) = 4.233, P = 2.384x10*] and negatively correlated with likelihood variability
[t(27) = —8.349, P = 5.855X10~°]. (Right) Results from LOSO ROI analysis in mSFC that positively correlated with prior variability [t(27) = 2.194, P = 0.037] and
negatively correlated with likelihood variability [t(27) = —4.237, P = 2X1074]. (C and D) Two PPI analyses using mSFC as the seed region. (C) PPI-1. LOSO ROI
analysis examining functional connectivity between the mSFC and the ROIs that represented subjective weight (IOFC and mPFC). Beta value (vertical axis)
represents the PPl contrast (labeled as the overall PPl on the horizontal axis) indicating whether there was an increase in functional connectivity (positive
value) between mSFC and the subjective-weight ROIs at the inference stage of the trial. mPFC, t(27) = 3.042, P = 0.005; IOFC, t(27) = 1.97, P = 0.059. (D) PPI-2.
LOSO ROI analysis examining whether functional connectivity, also at the inference stage of the trial, between the mSFC and subjective-weight ROIs was
dependent on the variability of prior and likelihood information. Beta values correspond to PPl contrasts indicating the degree to which functional con-
nectivity correlated with the prior variability [mPFC, t(27) = 2.465,P =0.02; IOFC, t(27)=2.0582,P =0.0493] and likelihood variability [mPFC,

(t(27) = —0.345, P = 0.73; IOFC, t(27) = —0.589, P = 0.561]. Positive values indicate positive correlations. *P < 0.05; **P < 0.01; ***P < 0.001.

Relative Sensitivity to Likelihood Variability in Putamen Is Associated
with Overall Tendency to Underweight Base Rate. We found that the
putamen contributes to individual subjects’ overall tendency to
underweight base rate through representing the relative sensi-
tivity to information variability. To further explore the asym-
metry in coding likelihood variability and prior variability, with
many more regions representing likelihood variability than prior
variability, we examined whether the relative sensitivity of brain
activity in response to prior and likelihood variability is associ-
ated with individual subjects’ overall tendency to underweight
base rate. The relative sensitivity measure of brain activity,
k= f, —p,, reflects the difference in regression coefficients
between likelihood variability (,,) and prior variability (5, ). For
each subject separately, we obtained a whole-brain map of «.
Also for each subject separately we obtained a behavioral mea-
sure of the overall tendency to underweight base rate (6), defined
as the sum of deviation of subjective weight from the ideal weight
over the four conditions (2 prior variability x 2 likelihood vari-

4
ability), &= Y. (subjective w; — ideal w;), where i represents
i=1
condition. Larger values of § indicate greater tendency (over all
conditions) to underweight the base rate or equivalently, to

Yang and Wu

overweight the likelihood of reward. At the whole-brain level, we
did not find any brain region whose relative sensitivity « signifi-
cantly correlated with 6. We subsequently performed the same
analysis on the subjective-weight ROIs in mPFC and IOFC and
found that they also did not represent é.

We then examined putamen, previously shown to represent
individual subjects’ sensitivity to prior variability in a visuomotor
decision task (11), and found that subjects who tended to un-
derweight base rate more (across different conditions) showed
greater sensitivity to likelihood variability relative to prior vari-
ability in putamen activity. Using anatomically defined putamen
as ROI (Harvard-Oxford subcortical structural atlas), we found
that its sensitivity to likelihood variability relative to prior vari-
ability (x) positively correlated with § (Fig. 7 A and B). Further,
we performed the subjective-weight analysis (as in Fig. 5 D and
E) and the information-variability analysis (as in Fig. 68) on the
putamen ROIs and found that it significantly represented indi-
vidual differences in subjective weight but not information vari-
ability (S Appendix, Fig. S5).

We also found that the putamen exhibited the same functional
connectivity profiles with mSFC as mPFC and 10FC did with
mSFC. Similar to what we found in Fig. 6D, functional connectivity

PNAS | July 21,2020 | vol. 117 | no.29 | 16915

PSYCHOLOGICAL AND

NEUROSCIENCE

COGNITIVE SCIENCES


https://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1912378117/-/DCSupplemental

Downloaded at National Taiwan Univ. on July 22, 2020

100{ R L o 100 R™L ]

W W
200 200
& - ¥ -
b o h 3

Fig. 7. Sensitivity to likelihood variability relative to
prior variability in putamen activity («) represented indi-
vidual subjects’ overall tendency to underweight base
rate (). (A) ROI results in the left putamen. Each data
point represents a single subject. (B) ROI results in the
right putamen. (C) Information-selective and variability-
dependent functional connectivity profiles between
putamen and mSFC (seed region). The beta value corre-
sponding to the “prior variability” label and the “likeli-
hood variability” label indicates the degree to which
functional connectivity correlated with prior variability
[left putamen, t(27) = 5.232,P = 1.63X1075; right

putamen,t(27) = 5.253, P = 1.54x107°] and likelihood
variability [left putamen, t(27) = —0.449, P = 0.657;

@0 o zf' -]
LI o o &° K o ° %
o @ o
-100 = -100
[¢] o o
o r=0.386, p=0.042
-200 -200
-1 0 1 2 -1 0 1 2
1) )
C w '
T k3
038 | | ” : -
s06{ | | 1
5
= 041
£ 02/
° = ;
-0.2 4
prior likelihood prior likelihood

variability  variability variability  variability

between putamen and mSFC that represented prior and likelihood
variability also showed variability-dependent modulation selective
to prior information (Fig. 7C). These findings indicate that a po-
tential mechanism involving information-selective (prior but not
likelihood) and variability-dependent (prior variability) functional
connectivity between mSFC and putamen, a region that repre-
sented relative sensitivity to likelihood variability, might contribute
to people’s overall tendency to underweight base rate.

Decision Time Analysis. It is possible that our subjects already
made a decision on which lottery—symbol or alternative
lottery—to choose at the inference stage before the alternative
lottery appeared at the choice stage. If this were the case, the
fMRI results presented above, examining activity at the in-
ference stage, might be driven by choice-related computations
and thus did not purely reflect probabilistic inference. To ad-
dress this issue, we analyzed the subjects’ decision time as a
function of decision difficulty and hypothesized that if the sub-
jects already made a decision at the inference stage, decision
time should vary little as a function of decision difficulty. Here
we define decision difficulty, Ap = |9Sym — O, to be the absolute
difference between reward probability of the alternative lottery
(B4¢) and subjective posterior reward probability of the symbol
lottery (ésym) computed by ésym = wy; + (1 — w)u,, where wis the
subjective weight, y; is the likelihood of reward (proportion of
red dots), and p, is the base rate of reward probability (0.5; the
mean of the prior distributions). In principle, the closer Ap is to
0, the more difficult it is for subjects to make a decision. Hence,
decision difficulty should increase as Ap approaches 0 and
should decrease as Ap further deviates from 0. We found that
decision time increased as a function of decision difficulty (red
in Fig. 84): subjects spent more time making decisions as Ap
approached 0. This pattern persisted when we separately ana-
lyzed the early and late part of the fMRI session (green and
blue, respectively, in Fig. 84) and when we separately analyzed
different conditions (Fig. 8B). To conclude, although we cannot
completely rule out the possibility that subjects already made a
decision at the inference stage, these results indicate that our
design was effective in discouraging subjects from committing
to a choice at the inference stage.

At the choice stage, no brain region significantly represented
the chosen value at the whole-brain level. Using anatomically
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right putamen, t(27) =0.148, P = 0.883], respectively.
Positive value indicates positive correlation. ***P < 0.001.

defined ROI in OFC (18), we found that the left medial OFC
represented the subjective value of the chosen option (SI Ap-
pendix, SI Methods: GLM-3), consistent with previous studies
(19, 20). Together with subjective-weight representations found
in IOFC at the inference stage, these results indicate that OFC is
involved in both probabilistic-inference (IOFC) and choice
computations (mOFC) in decision under uncertainty (Fig. 8C).

Discussion

Humans often exhibit systematic biases in probabilistic inference,
an essential computation for making decisions under uncertainty.
In this study, we investigated the neurocomputational basis of base
rate neglect, an important bias in probabilistic inference, in which
people underweight base rate or prior information (21). At the
behavioral level, we found that the degree to which humans un-
derweight base rate was modulated by the variability of prior in-
formation: subjects significantly underweight the base rate of
reward probability when they should trust the prior more,
i.e., when prior variability was small, but the degree of under-
weighting was statistically indistinguishable from the ideal Bayes-
ian when prior variability was large. This result suggests that it is
the prior variability, not likelihood variability, that is the key sta-
tistical attribute contributing to base rate neglect. At the compu-
tational and neural implementation levels, we found that the
OFC, mPFC, and putamen represented the relative subjective
weight the participants assigned to the likelihood information that
reflected base rate neglect, suggesting that base rate neglect arises
from information-weighting computations in these brain regions.

Methodological Concerns for Base Rate Neglect. Since Kahneman
and Tversky’s landmark papers (1, 2), issues surrounding base rate
neglect had been extensively discussed in the human judgment and
decision making literature (22, 23). Grether (24) pointed out
methodological concerns, highlighting the difficulty in controlling
information presented as verbal descriptions or situations, the fact
that subjects were not told the truth about the random process
being examined, and that it was not clear that subjects had a positive
incentive to give correct answers (incentive compatibility). In a task
designed to address these concerns, Grether (24) found that sub-
jects still showed robust underweighting of base rate, although they
did not completely neglect it as highlighted in the original findings.
Our experimental design followed closely the approach of Grether
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I z=-10 both probabilistic-inference computations and choice
computations. At the inference stage, |IOFC repre-

sented the subjective weight (red line indicates the

(24), and our results were consistent with what he found. In addi-
tion, our results indicate that the degree of underweighting the base
rate is associated with the variability of prior information.

A potential limitation of the current study concerns the asym-
metry in stimulus design between prior and likelihood information.
Compared with prior information (each prior distribution was rep-
resented by a symbol icon), likelihood information was visually more
capturing: colored dots with varying number to represent different
levels of variability. For future studies, it is important to investigate
the issue of information asymmetry and how it contributes to base
rate neglect and the neural computations for subjective weight.

The Issue of Confidence in Probability Estimation. An alternative
explanation for the subjective-weight findings in OFC, mPFC,
and putamen is that these regions, instead of representing sub-
jective weight, represented the level of confidence the subjects
had in his or her probability estimates. Here the subjects might in
general feel more confident if his or her estimates of reward
probability (subjective posterior) were farther away from the
base rate of reward probability (fixed at 0.5 throughout the ex-
periment). In this case, a potential measure of confidence is the
absolute deviation of subjective posterior from the base rate
(Jsubjective posterior — 0.5]), which significantly correlates with
subjective weight (SI Appendix, Fig. S3), and with prior and
likelihood variability (SI Appendix, Fig. S4). Because of the sig-
nificant correlations, it was challenging to tease apart confidence
from subjective weight and from prior/likelihood variability.
We, however, believe that the confidence level is less likely to
explain the findings described above for the following reasons.
First, we found that after controlling for confidence, both the
mPFC and 1OFC still significantly represented individual
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linear regression fit). At the choice stage, mOFC
represented chosen value [t(27) = 2.274, P = 0.0312].
*P < 0.05.

Chosen value

differences in subjective weight (SI Appendix, Fig. S3 B and C).
Second, subjects’ confidence in probability estimates might be
more complicated to capture than simply using the above defi-
nition. Consider the following example. It could be the case that
the subjective posterior in a trial is close to 0.5 (e.g., when the
symbol lottery comes from the small-variability prior distribu-
tion), and yet subjects are confident in his or her estimates be-
cause in that trial, the likelihood information was reliable due to
the large sample size (e.g., 15 dots). Third, in contrast to sub-
jective weight, it is unclear whether and how this definition of
confidence contributes to subjects’ choice behavior given that the
alternative lottery was not fixed at 0.5 (randomly selected be-
tween 0.01 and 0.99). Finally, because we did not explicitly ask
the subjects to report his or her estimation confidence during the
experiment, it is hard to validate any potential measure of con-
fidence, including the one described here.

By contrast, the definition of subjective weight is clear. It can be
estimated from subjects’ choice behavior, and it contributes to the
subjects’ decisions through the computation of subjective poste-
rior. Nonetheless, it is important for future studies to investigate
the neural representations of people’s level of confidence in
probability estimation and how it relates to the subjective-weight
representations and information about prior and likelihood vari-
ability. This can be addressed through task design, for example, by
asking the subjects to directly report confidence level in proba-
bility estimates and by manipulating both the mean and variance
of the prior distributions.

Neural Computations for Base Rate Neglect. Our findings suggest that
base rate neglect arises from information-weighting computations.
Subjective weight, a behavioral metric that reflects the weight
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individual participants assigned to the likelihood relative to prior
information, allowed us to quantitatively define the degree to which
subjects underweight or overweight base rate compared with the
ideal Bayesian decision maker. We found that brain regions in-
cluding OFC, mPFC, and putamen represented the subjective
weight that characterized the individual differences in the degree of
base rate neglect. This finding adds to a growing body of literature
on the neural representations for prior, likelihood, and posterior
information in probabilistic/statistical inference and decision tasks
(7-11) by providing insights into the neural computations that give
rise to the biases commonly observed in probabilistic inference.
Our findings also suggest that sensitivity of brain activity to
information variability correlated with base rate neglect. We
showed that putamen activity—its sensitivity in response to
likelihood variability relative to prior variability—positively cor-
related with an individual subject’s overall tendency to un-
derweight base rate. This finding complements the subjective-
weight findings in mPFC and OFC by highlighting the role of
information-variability representations in contributing to base
rate neglect. This finding also connects with a previous study by
Vilares et al. (11) showing that putamen represents individual
differences in weighting likelihood relative to prior information.
Both studies suggest that sensitivity in putamen activity to in-
formation variability plays a crucial role in computing the sub-
jective weight of likelihood relative to prior information.
Finally, our findings indicate that patterns of functional con-
nectivity between variability-coding regions and subjective-weight
regions modulated the degree of base rate neglect. In behavior, we
found that the degree of base rate neglect depended primarily on
the prior variability but not likelihood variability. Our fMRI results
showed that mSFC (anterior portion of BA 8) represented both the
prior and likelihood variability; mSFC is a region previously shown to
be involved in task switching and selection of action sets, representing
the degree of uncertainty in decision making (25-27), and is heavily
connected with prefrontal and subcortical regions including OFC,
mPFC, and putamen (28). We found that the strength in functional
connectivity between mSFC and the subjective-weight regions was
modulated by only the prior variability but not likelihood variability.
This suggests that a mechanism involving information-selective (prior
instead of likelihood) and variability-dependent (prior variability)
functional connectivity between these regions plays a key role in
affecting base rate neglect. This finding also connects with a previous
study showing that uncertainty-dependent modulation of functional
connectivity between ventromedial prefrontal cortex (vmPFC) and
rostrolateral prefrontal cortex affected decision confidence (29).
Together, these results indicate the possibility that the strength in
functional connectivity can modulate how likely a piece of in-
formation is used by neural systems involved in combining different
sources of information in probability estimation and decision making.

Implications to Value-Based Decision Making. Subjective-weight com-
putation is essential when humans and animals face multiple
sources of information and attempt to integrate them. The output
of this computation reflects the degree to which a source of in-
formation or an attribute is weighted by the decision maker and
therefore influences the summary statistic or the overall desirability
of an option (subjective value). Hence, subjective-weight compu-
tation is critical not only to probabilistic inference, the focus of this
study, but also to many decision problems that involve combining
different sources of information or attributes. Although many
studies had shown subjective-value representations in mPFC and
OFC in value-based decision making (14, 30), few studies found
subjective-weight representations. One notable exception is ref.
31, who found vmPFC to represent both subjective value and sub-
jective weight associated with different food attributes (31). In addi-
tion to subjective-value representations, other studies also showed
that OFC represents different statistics (32) or attributes of value
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information (32, 33). Together, these findings highlight the rich rep-
resentations for inference- and decision-related variables in mPFC/
vmPFC and OFC and their involvement in combining multiple
sources of information in probabilistic inference and decision making.

Materials and Methods

The data and analysis code are available at https://osf.io/ku97p/.

We performed one fMRI experiment (experiment 1) and one behavioral
control experiment (experiment 2). The design of the behavioral control ex-
periment was identical to the fMRI experiment except that the gap between
session 1 and session 2 was shortened to 1 h and that session 2 was performed in
a behavioral testing room.

Subjects. For the fMRI experiment (experiment 1; n = 28 subjects; 14 males;
mean age, 24.6 y; age range, 21 to 30 y), subjects were paid 620 New Taiwan
dollar (NTD; 1 US dollar = 30 NTD) for their participation (NTD 500 for the
behavioral session and 120 for the fMRI session) and additional monetary
bonus (average, 383 NTD) based on their performance in the experiment.
For the behavioral control experiment (experiment 2; n = 28 subjects; 14
males; mean age, 23 y; age range, 21 to 31y), subjects were paid 240 NTD for
their participation (for two behavioral sessions) and an additional monetary
bonus (average: 406 NTD) based on their performance in the experiment. All
participants had no psychiatric or neurological disorders and gave written
informed consent prior to participation; all study procedures were approved
by the Taipei Veterans General Hospital Institutional Review Board (exper-
iment 1) and by the National Yang-Ming University Institutional Review
Board (experiment 2).

Procedure. There were two sessions in both experiments. Session 1 was
conducted in a behavioral testing room. Session 2 was conducted in the MRI
scanner (experiment 1) and in a behavioral testing room (experiment 2). The
tasks were programmed using the Psychophysics Toolbox in MATLAB (34, 35).

Session 1: Learning Prior Distributions. The goal of the session was to establish
knowledge about the probability of reward associated with different visual
stimuli. There were two visual stimuli, each representing a unique probability
density function on probability of reward. Both were beta distributions with
two parameters a and . Critically, we manipulated the variability of prior
knowledge by varying the variance of the density functions while keeping the mean
fixed. The SDs of the two prior distributions () were 0.1, (o = 12, = 12), and
0.2236, (a = 2, = 2). The means of both distributions were 0.5, indicating that
both stimuli had an average of 50% chance to receive a fixed monetary reward.
Prior to the experiment, the subjects did not know about the probability distribu-
tions associated with the two stimuli and had to acquire this knowledge through
experience. There were 10 blocks of trials, each consisting of 30 trials. In each block,
only one of the two visual stimuli was presented. The small-c, stimulus was pre-
sented in five blocks, and the large-¢, stimulus was presented in the other five
blocks. The ordering of the blocks was semirandomized so that subjects encoun-
tered no more than two successive blocks with the same distribution.

In each trial, the subjects were instructed to estimate the probability of re-
ward associated with the presented visual stimulus with key presses (an integer
from 0 to 100 where 100 represents 100% reward), which was sampled from its
corresponding probability density function. They were rewarded based on how
close his or her estimate was to the true reward probability—reward probability
sampled from the density function—in an attempt to motivate them to learn
the probability distributions (see S/ Appendix, SI Methods, for more details).

Session 2: Integrating Prior and Likelihood Information. The goal of the session
was to investigate how subjects combined prior knowledge, established
through session 1, with likelihood information about probability of reward.
In each trial, the subjects were asked to choose between two lotteries that
differed only in the probability of receiving a small monetary reward. The
magnitude of reward associated with both options was the same and fixed
throughout the experiment, so that subjects should make their decisions
based on which option carried a larger probability of reward. For one of the
lottery options, referred to as the symbol lottery, its probability of reward was
not explicitly stated in numeric or graphical forms. The subjects therefore
needed to infer the probability based on two pieces of information: prior and
likelihood. In each trial, the prior information was represented by one of the
two visual stimuli (a symbol icon) that the subjects encountered in session 1.
Each stimulus represented a probability density function on probability of
reward. Subjects were told that the probability of reward associated with the
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symbol lottery was sampled from the density function. Meanwhile, the like-
lihood information was represented by a set of colored dots (red or white).
Given the probability of reward associated with the symbol lottery in the
current trial, the dots summarized the sample drawn from it. Each red dot
represented a reward outcome, and each white dot represented a no-reward
outcome. Hence, the proportion of red dots indicates the likelihood of reward.
Note that if the sample size were infinitely large, the proportion of red dots
would be equal to the reward probability of the symbol lottery in that trial.

We manipulated the variability of the likelihood information by varying
the sample size (number of dots, 3 or 15) used to draw from the probability of
reward. Together with the manipulation of the variance of prior distribution,
we achieved a 2 (prior variability, ¢,, small and large) x 2 (likelihood vari-
ability, o, small and large) factorial design. We use ¢, and o, to denote the
SD of the prior distribution and the likelihood function, respectively. We
refer to each combination of prior and likelihood variability as a condition.
The average SD of the likelihood function for the smaller sample size (3 dots)
and larger sample size (15 dots) was 0.2722 and 0.1205, respectively. These
values are close to the SD of the prior information (0.2236 and 0.1). As a
result, the difference in the range of variance between the prior and like-
lihood information was controlled.

In each trial, the prior and likelihood information were presented on the
left and right side of the screen, with the locations randomized across trials.
Following the presentation of the symbol lottery, there was a fixation period
(1to 55, discrete uniform distribution in steps of 15). This was followed by the
presentation of the second lottery, also referred to as the alternative lottery.
Information about its probability of reward was explicitly revealed in numeric
form and determined randomly (S/ Appendix, SI Methods, for more details).

When the alternative lottery was presented, subjects were instructed to
choose between the symbol lottery (indicated by S) and the alternative lottery
(a number) within 2 s. The location of the two lotteries (left or right) was
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randomized and balanced across trials. Once the subjects indicated his or her
decision with a button press, the chosen option was revealed on the screen for 250
ms. No feedback on the reward outcome of the chosen option was revealed. This
was to prevent the subjects from updating knowledge about the prior distri-
bution associated with the visual stimulus through feedback and from learning
how to integrate prior and likelihood information through feedback.

There were six blocks in the session. Each block had 40 trials. Each com-
bination of the prior symbol icon (high prior variability, low prior variability)
and sample size (3 dots, 15 dots) for the likelihood information had 10 trials in
each block. The order of the trials was randomized.

fMRI Analysis. The GLMs of BOLD response can be seen in S/ Appendix. All
whole-brain fMRI results were based on cluster-level inference and family-
wise error corrected for multiple testing at P < 0.05. Two procedures were
implemented. First, for cluster-level inference using Gaussian random field
theory, we used z > 3.1 (P < 0.001) as the cluster-forming threshold (36).
Second, for cluster-level inference based on nonparametric permutation
test, we used the threshold-free-cluster-enhancement procedure (37). Tables
showing significant clusters of activation can be seen in S/ Appendix.
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